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Description

Background

[0001] In addition to definitions, dictionaries often pro-
vide other information about words and/or phrases (here-
in referred to as "n-grams"), including but not limited to
synonyms, antonyms, phonetic information, etymologi-
cal information, and/or usage examples. Usage exam-
ples in particular may be highly beneficial to individuals
(sometimes referred to herein as "users") who are trying
to understand how a given word or phrase is used in
various contexts. Usage examples provided in conven-
tional dictionaries, both in paper and electronic form, are
often excerpted from literature, newspapers, and so forth.
[0002] Whether electronic or printed on paper, these
usage examples are typically provided in print form,
which may not be helpful in understanding some aspects
of the word or phrase, such as its pronunciation (e.g., in
general or regionally). Moreover, with users increasingly
obtaining information, including dictionary definitions of
words/phrases, by way of spoken human-to-computer
dialogs with automated assistants, print usage examples
may have various limitations. For example, text-to-
speech ("TTS") processing of a printed usage example
may generate audible output of the word or phrase being
used in a context, but the computer-generated speech
may not necessarily capture the correct pronunciation or
other subtle mannerisms that are often used when the
word/phrase is spoken by a human being.
[0003] Electronic video files may be associated with
(e.g., as metadata) text data that conveys spoken dialog
and other sound contained in the electronic video files.
These textual data are often used to present subtitles
and/or captions on a screen while the video file is being
played. Subtitles may include spoken dialog, whereas
captions may include both dialog and also may include
other sounds contained in video files, such as music,
sound effects, etc. Put another way, subtitles only convey
what people in videos say, whereas captions (sometimes
referred to as "closed captions") also convey information
about non-verbal sounds in videos, such as "dramatic
music playing," "car door slams," "birds chirping," and so
forth. For purposes of the present disclosure, the terms
"subtitles" and "captions" will be used interchangeably to
refer to printed text that conveys spoken dialog contained
in an electronic video file and/or video clip.
[0004] Document WO 2019/108257 A1 describes how
keywords can be matched with video clip metadata, so
that video clips can be provided in accordance with a
relevance criterion. Document WO 2005/020579 A1 dis-
closes the addition of a dictionary database in a multi-
media stream, thereby permitting the possibility of play-
ing back video examples of selected words. Document
US 2013/120654 A1 discloses how N-grams in a script
are matched with N-grams in the video transcript for time
alignment purposes.

Summary

[0005] The present disclosure is generally directed to
methods, apparatus, and computer-readable media
(transitory and non-transitory) for automatically mining
corpus(es) of electronic video files for video clips that
contain spoken utterances that are suitable usage exam-
ples to accompany or compliment dictionary definitions.
These video clips may then be associated with target n-
grams in a searchable database, such as a database
underlying an online dictionary. As used herein, a "video
clip" or "video segment" may be include an entire elec-
tronic video file or a portion of the electronic video file.
For example, a video clip that contains an utterance of a
target n-gram may be excised or extracted from a longer
electronic video file that contains other extraneous con-
tent that isn’t relevant to the target n-gram.
[0006] In some implementations, subtitles associated
with electronic video files may be used to identify video
files or portions thereof that contain candidate usage ex-
amples for target n-grams. Additionally or alternatively,
in some implementations, automated speech recognition
("ASR") processing (alternatively referred to as "speech-
to-text", or "STT", processing) may be used to generate
a transcript of spoken dialog in an electronic video file or
video clip. These transcripts may be used to identify video
files or portions thereof that contain candidate usage ex-
amples for target n-grams.
[0007] As noted above, electronic video files often may
contain substantial amounts of irrelevant information that
is not needed to generate a dictionary usage example.
Accordingly, a portion of the video that contains an utter-
ance of a target n-gram may be excised as a video clip.
The portion-to-be-excised may be identified using vari-
ous different techniques and/or heuristics. For example,
one or more full spoken sentences that contain the target
n-gram may be identified, e.g., using natural language
processing and/or audio processing (e.g., to detect paus-
es, timing, etc.), and the portion of the video clip that
contains at least the identified one or more full sentences
may be excised for potential use as a dictionary usage
example. In implementations in which subtitles (or an
ASR-generated transcript) of the video contain punctu-
ation (e.g., capital letters, periods, commas, etc.), that
punctuation may likewise be used to delineate full sen-
tence(s) in which the target n-gram was spoken.
[0008] Just because a video clip contains a target n-
gram does not mean it is suitable for a dictionary usage
example. The video clip may be noisy or low quality, ei-
ther of which can make the spoken dialog difficult to un-
derstand. Or, a video clip may contain explicit content
that makes it unsuitable for some viewers, and conse-
quently, unsuitable for a dictionary usage example. More-
over, many n-grams have multiple meanings or senses.
The one-gram "test" can be a noun or a verb, and so a
video clip in which "test" is used as a noun may not be
suitable as a usage example for the verb definition of
"test."
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[0009] Even among video clips that lack these short-
comings, some video clips may be more suitable than
others as dictionary usage examples. Accordingly, in var-
ious implementations, one or more video characteristics
and/or other signals may be analyzed to determine a
measure of "suitability as a dictionary usage example"
(or "SDUE") of a video clip. Video clips may be selected,
e.g., for association with target n-grams in a searchable
database and/or for output to an inquiring user, based
on their corresponding measures of SDUE. In various
implementations, measures of SDUE may be calculated
for entire electronic video files, for portions of electronic
video files, and/or for video clips excised from electronic
video files.
[0010] Generally speaking, videos with spoken dialog
that is more likely to be understandable to a viewer may
be better suited for use as dictionary usage examples.
Accordingly, various characteristics of videos may be
used to determine measures of SDUE. The more spoken
dialog in a video exhibits suitable cadence, pronuncia-
tion, annunciation, etc., the more likely it will be suitable
as a dictionary usage example.
[0011] In some implementations, a measure of SDUE
for a video may be determined based on a comparison
of subtitles associated with the video (e.g., preexisting,
manually generated) and transcript generated by per-
forming ASR processing on the video. The subtitles and
the ASR-generated transcript may be compared to each
other to determine a similarity (or dissimilarity) measure.
By using ASR to obtain text from audio associated with
a video and comparing that text to existing subtitles, the
text comparison can effectively be used to determine the
quality of the audio signal. That is, the quality of the text
output from ASR processing is directly related to the qual-
ity of the audio signal processed by ASR to generate the
text. As such, comparing text output of ASR in this way
allows the quality of the audio signal to be analyzed.
Greater similarity between the two suggests that dialog
in the video is clear, and will more likely be understand-
able to a viewer than a different video for which subtitles
and an ASR-generated transcript deviate greatly. A sim-
ilarity measure between subtitles and an ASR-generated
transcript may be determined using various techniques,
such as edit distance between the two, distances be-
tween embeddings of the two in embedding space, dif-
ferences between bags-of-words generated for each,
etc.
[0012] A video clip in which a mouth of the person who
speaks the target n-gram is visible, e.g., because the
person is facing the camera or at least is in the camera’s
field of view, may be more suitable as a dictionary usage
example than, say, a video clip in which the speaker’s
mouth is not visible (e.g., they are off-camera as a nar-
rator). Accordingly, in some implementations, a detected
gaze and/or pose of a speaker while the speaker uttered
the target n-gram may be considered in determining a
measure of SDUE for a video.
[0013] Videos with less background noise (e.g., traffic,

music, etc.) may be more likely to be understandable,
and therefore, more suitable for dictionary usage exam-
ples. Additionally, a video in which a speaker speaks
slowly and/or clearly may be more likely to be under-
standable, and therefore, more suitable for dictionary us-
age examples, than another video in which the speaker
speaks quickly and/or unclearly, Accordingly, in some
implementations, a detected background noise level of
the candidate video clip or a measured rate of speech
uttered in the video clip may be considered in determining
a measure of SDUE.
[0014] Other signals besides those relating to sound
and/or speech quality may also be considered in various
implementations. Highly popular videos may be per-
ceived as more credible and/or higher quality than less
popular or obscure videos, and therefore may be better
suited for harvesting of video usage examples. This may
be because, for instance, people depicted in popular vid-
eos may themselves tend to be popular and/or perceived
as credible. Or, it may because popular videos are more
likely to have been seen by users before, and as ex-
plained below, repeated viewings can be beneficial for
learning words. Accordingly, in some implementations,
a popularity measure of the video clip may be considered
in determining a measure of SDUE.
[0015] On an individual level, a video that a person has
seen before may be more effective in teaching that per-
son about a target n-gram than a previously-unviewed
video. Accordingly, in some implementations, a determi-
nation that a given user has viewed the video clip previ-
ously may be considered in determining a measure of
SDUE. Also on an individual level, characteristics of the
individual, such as their location, demographics, gender,
age, etc., may be used to determine a measure of SDUE
of a video. Suppose a user is located in a particular ge-
ographic region known for a particular accent, dialect, or
for particular colloquialisms. In some implementations,
video clips may be promoted (e.g., be assigned higher
measures of SDUE) that are more likely to include (e.g.,
based on filming location, story setting, etc.) utterances
of the target n-gram in the same region-specific accent
or dialect.
[0016] In some implementations in which a single elec-
tronic video file contains multiple instances of a target n-
gram being uttered, multiple video clips may be identified
(or even excised), each containing at least one instance
of the target n-gram. These multiple video clips may then
be used to calculate measures of SDUE relative to each
other, which can then be used to select which will be
used as a dictionary usage example. In some such im-
plementations, the most popular portion of the electronic
video file-e.g., the portion viewed by the most people-
may receive a higher measure of SDUE than a less pop-
ular/viewed portion of the video.
[0017] As mentioned previously, many n-grams have
multiple meanings. In order for a video dictionary usage
example to be effective, it should include the n-gram in
the proper context, i.e., a target context for which a user
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wishes to learn more about the n-gram. Various tech-
niques may be used to determine a context of an uttered
n-gram in a video clip. For example, when identifying a
set of candidate video clips for consideration as a dic-
tionary usage example, natural language processing
may be performed on text associated with electronic vid-
eo files from which the clips are excised to identify those
in which the target n-gram is uttered in a target context.
Additionally or alternatively, in some implementations,
text embeddings may be generated from text associated
with the electronic video files. In some such implemen-
tations, these embeddings may be applied as input
across a trained machine learning model to generate out-
put. The output may be used to identify the set of candi-
date video clips in which the target n-gram is uttered in
the target context.
[0018] The invention is defined by the appended inde-
pendent claims, with the dependent claims providing fur-
ther preferred embodiments.
[0019] In some implementations, a method may be im-
plemented using one or more processors, and may in-
clude: identifying, from a corpus of electronic video files,
a set of candidate video clips, wherein a target n-gram
is uttered in a target context in each candidate video clip
of the set; for each candidate video clip of the set: com-
paring pre-existing manual subtitles associated with the
candidate video clip to text that is generated based on
speech recognition processing of an audio portion of the
candidate video clip, and based at least in part on the
comparing, calculating a measure of suitability as a dic-
tionary usage example for the candidate video clip; se-
lecting one or more of the candidate video clips from the
set of candidate video clips based on the measures of
suitability as dictionary usage examples; and associating
the one or more selected video clips with the target n-
gram in a searchable database.
[0020] In various implementations, the identifying may
include performing natural language processing on text
associated with the electronic video files to identify those
in which the target n-gram is uttered in the target context.
In various implementations, the identifying may include
applying text embeddings generated from text associat-
ed with the electronic video files as input across a trained
machine learning model to generate output, wherein the
output is used to identify the set of candidate video clips
in which the target n-gram is uttered in the target context.
[0021] In various implementations, the calculating may
be further based on a detected gaze of a speaker in the
candidate video clip while the speaker uttered the target
n-gram in the target context. In various implementations,
the calculating may be further based on a detected pose
of a speaker in the candidate video clip while the speaker
uttered the target n-gram in the target context, or whether
a mouth of the speaker is visible in the video clip. In var-
ious implementations, the calculating may be further
based on a detected background noise level of the can-
didate video clip or a measured speech rate of speech
uttered in the candidate video clip. In various implemen-

tations, the calculating may be further based on a popu-
larity measure of the video clip.
[0022] In various implementations, the calculating may
be further based on a determination that a given user
who seeks information about the target n-gram has
viewed the video clip previously. In various implementa-
tions, the calculating may be further based on an identity
of a speaker of the target n-gram in the video clip or an
identity of a crew member who aided in creation of the
video clip. In various implementations, the calculating
may be further based on an accent of a speaker of the
target n-gram in the video clip.
[0023] In various implementations, the one or more se-
lected video clips may include a plurality of selected video
clips. In various implementations, the method further in-
cludes causing the plurality of video clips to play as a
sequence, one after another. In various implementations,
the method further includes causing a graphical user in-
terface ("GUI") to be rendered on a client device, wherein
the GUI is operable by a user to swipe through the plu-
rality of selected video clips. The method may further
comprise processing the audio portion of the video clip
to generate the text based on speech.
[0024] In at least one further aspect there is provided
a system comprising one or more processors and mem-
ory storing instructions that, in response to execution of
the instructions by the one or more processors, cause
the one or more processors to: identify, from a corpus of
electronic video files, a set of candidate video clips,
wherein a target n-gram is uttered in a target context in
each candidate video clip of the set; for each candidate
video clip of the set: compare pre-existing manual sub-
titles associated with the candidate video clip to text that
is generated based on speech recognition processing of
an audio portion of the candidate video clip, and based
at least in part on the comparison, calculate a measure
of suitability as a dictionary usage example for the can-
didate video clip; select one or more of the candidate
video clips from the set of candidate video clips based
on the measures of suitability as dictionary usage exam-
ples; and associate the one or more selected video clips
with the target n-gram in a searchable database.
[0025] The identifying may further include performing
natural language processing on text associated with the
electronic video files to identify those in which the target
n-gram is uttered in the target context. The identifying
may further include applying text embeddings generated
from text associated with the electronic video files as in-
put across a trained machine learning model to generate
output, wherein the output is used to identify the set of
candidate video clips in which the target n-gram is uttered
in the target context. The calculating may be further
based on a detected gaze of a speaker in the candidate
video clip while the speaker uttered the target n-gram in
the target context. The calculating may be further based
on a detected pose of a speaker in the candidate video
clip while the speaker uttered the target n-gram in the
target context. The calculating may be further based on
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a detected background noise level of the candidate video
clip or a measured speech rate of speech uttered in the
candidate video clip.
[0026] In a further aspect there is provided a non-tran-
sitory computer-readable medium comprising instruc-
tions that, in response to execution of the instructions by
one or more processors, cause the one or more proces-
sors to perform the following operations: identifying, from
a corpus of electronic video files, a set of candidate video
clips, wherein a target n-gram is uttered in a target context
in each candidate video clip of the set; for each candidate
video clip of the set: comparing pre-existing manual sub-
titles associated with the candidate video clip to text that
is generated based on speech recognition processing of
an audio portion of the candidate video clip, and based
at least in part on the comparing, calculating a measure
of suitability as a dictionary usage example for the can-
didate video clip; selecting one or more of the candidate
video clips from the set of candidate video clips based
on the measures of suitability as dictionary usage exam-
ples; and associating the one or more selected video
clips with the target n-gram in a searchable database.
[0027] Other implementations may include a non-tran-
sitory computer readable storage medium storing in-
structions executable by a processor to perform a method
such as one or more of the methods described above.
Yet another implementation may include a system includ-
ing memory and one or more processors operable to ex-
ecute instructions, stored in the memory, to implement
one or more modules or engines that, alone or collec-
tively, perform a method such as one or more of the meth-
ods described above.

Brief Description of the Drawings

[0028]

Fig. 1 illustrates an environment in which various as-
pects of the present disclosure may be implemented,
in accordance with various implementations.
Figs. 2A, 2B, and 2C depict examples of how video
clips may be presented as dictionary usage exam-
ples, in accordance with various implementations.
Fig. 3 depicts one example of a graphical interface
that may include video clips as dictionary usage ex-
amples, in accordance with various implementa-
tions.
Fig. 4 depicts a flow chart illustrating an example
method in accordance with various implementations.
Fig. 5 schematically depicts an example architecture
of a computer system.

Detailed Description

[0029] Fig. 1 illustrates an environment in which se-
lected aspects of the present disclosure may be imple-
mented. The example environment includes one or more
client devices 106 and a knowledge system 102. Knowl-

edge system 102 may be implemented in one or more
computers (sometimes referred to as the "cloud") that
communicate, for example, through a network. Knowl-
edge system 102 is an example of an information retrieval
system in which the systems, components, and tech-
niques described herein may be implemented and/or with
which systems, components, and techniques described
herein may interface.
[0030] One or more users may interact with knowledge
system 102 via one or more client devices 106. Each
client device 106 may be a computer coupled to the
knowledge system 102 through one or more networks
110 such as a local area network (LAN) or wide area
network (WAN) such as the Internet. Each client device
106 may be, for example, a desktop computing device,
a laptop computing device, a tablet computing device, a
mobile phone computing device, a computing device of
a vehicle of the user (e.g., an in-vehicle communications
system, an in-vehicle entertainment system, an in-vehi-
cle navigation system), a wearable apparatus of the user
that includes a computing device (e.g., a watch of the
user having a computing device, glasses of the user hav-
ing a computing device), and so forth. Additional and/or
alternative client devices may be provided.
[0031] For example, some client devices referred to
herein as "assistant devices" may be designed primarily
to allow users to interact with a software process referred
to herein as an "automated assistant" (also referred to
as a "virtual assistant," "voice assistant," "chatbots," etc.)
using free-form natural language input. As used herein,
free-form input is input that is formulated by a user and
that is not constrained to a group of options presented
for selection by the user. Assistant devices may take var-
ious forms, such as standalone interactive speakers,
standalone interactive speakers with touchscreen dis-
plays, etc. Other client devices 106 aside from assistant
devices may also enable interaction with the automated
assistant.
[0032] Each client device 106 and knowledge system
102 may include one or more memories for storage of
data and software applications, one or more processors
for accessing data and executing applications, and other
components that facilitate communication over a net-
work. The operations performed by one or more client
devices 106 and/or knowledge system 102 may be dis-
tributed across multiple computer systems. Knowledge
system 102 may be implemented as, for example, com-
puter programs running on one or more computers in one
or more locations that are coupled to each other through
a network.
[0033] Each client device 106 may operate a variety
of different applications. In Fig. 1, client device 106 in-
cludes a web browser 107, a miscellaneous application
108, and an "assistant" application 109 that enables a
user to engage with the aforementioned automated as-
sistant using free-form natural language input. Miscella-
neous application 108 may take various forms, including
but not limited to an email client, a file transfer client (e.g.,
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FTP, cloud drives, etc.), a proprietary application, a single
or multi-lingual dictionary application or applet (e.g., as
a feature or plugin for a word processing application), a
language translation application, a video playback appli-
cation, a social networking application, and so forth.
[0034] While depicted as part of client device 106, as-
sistant application 109 may be implemented to various
degrees on both client device 106 and knowledge system
102. Assistant application 109 may provide an interface
to engage with an automated assistant (not depicted).
The automated assistant may syntactically and/or se-
mantically process free-form natural language input,
such as queries, commands, etc., to determine the user’s
intent and/or any parameters for fulfilling that intent. The
automated assistant may then attempt to fulfill that intent,
e.g., by searching for information responsive to the input
(e.g., dictionary definitions and/or dictionary usage ex-
amples), performing an action responsive to the input
(e.g., playing music, turning on a networked appliance),
and so forth. In some implementations, the automated
assistant may include (on client device and/or on knowl-
edge system 102) various components not depicted in
Fig. 1, such as a natural language processor, an entity
tagger, a speech-to-text ("STT") component (also re-
ferred to as an "automatic speech recognition" or "ASR"
component), a text-to-speech ("TTS") component to gen-
erate computerized speech output from the automated
assistant, and so forth.
[0035] In various implementations, knowledge system
102 may include a search engine 120, a knowledge graph
engine 124, a dictionary engine 128, a video clip engine
132, and a video crawler 136. One or more of compo-
nents 120, 124, 128, 132, and/or 136 may be combined
with each other, omitted, or implemented outside of
knowledge system 102. Moreover, one or more of com-
ponents 120, 124, 128, 132, and/or 136 may be imple-
mented using any combination of software and hardware,
and may be implemented on a single computer or across
multiple computers, similar to knowledge system 102 it-
self.
[0036] Search engine 120 may maintain an index 122
for use by knowledge system 102. Search engine 120
may process documents and updates index entries in
the index 122, for example, using conventional and/or
other indexing techniques. For example, search engine
120 may crawl one or more resources such as the World
Wide Web and index documents accessed via such
crawling. As another example, search engine 120 may
receive information related to one or documents from one
or more resources such as web masters controlling such
documents and index the documents based on such in-
formation. A document is any data that is associated with
a document address. Documents include web pages,
word processing documents, portable document format
(PDF) documents, images, emails, calendar entries, vid-
eos, and web feeds, to name just a few. Each document
may include content such as, for example: text, images,
videos, sounds, embedded information (e.g., meta infor-

mation and/or hyperlinks); and/or embedded instructions
(e.g., ECMAScript implementations such as JavaScript).
[0037] In various implementations, knowledge graph
engine 124 may maintain an index 126 that stores a
knowledge graph that includes nodes that represent var-
ious entities and weighted edges that represent relation-
ships between those entities. For example, a "banana"
node may be connected (e.g., as a child) to a "fruit"
node," which in turn may be connected (e.g., as a child)
to "produce" and/or "food" nodes. As another example,
a restaurant called "Hypothetical Café" may be repre-
sented by a node that also includes attributes such as its
address, type of food served, hours, contact information,
etc. The "Hypothetical Café" node may in some imple-
mentations be connected by an edge (e.g., representing
a child-to-parent relationship) to one or more other
nodes, such as a "restaurant" node, a "business" node,
a node representing a city and/or state in which the res-
taurant is located, and so forth. Such a knowledge graph
may be built, for instance, by crawling a plurality of da-
tabases, online encyclopedias, and so forth, to accumu-
late nodes presenting entities and edges representing
relationships between those entities. In some implemen-
tations, the knowledge graph may be populated with in-
formation about similarities and/or differences between
entities in documents.
[0038] Dictionary engine 128 may be configured to per-
form selected aspects of the present disclosure to enable
access to dictionary definitions and other associated in-
formation stored in dictionary index 130. For example,
and as noted above, dictionary index 130 may store, in
addition to definitions, other information about words
and/or phrases, including but not limited to synonyms,
antonyms, phonetic information, etymological informa-
tion, and/or usage examples. Usage examples in partic-
ular may be highly beneficial to individuals (sometimes
referred to herein as "users") who are trying to under-
stand how a given word or phrase is used in various con-
texts. Usage examples stored in dictionary index 130
(and made accessible by way of dictionary engine 128)
may include usage examples excerpted from literature,
newspapers, and so forth, as well as audio and/or video
usage examples obtained and/or generated using tech-
niques described herein, including techniques performed
by video clip engine 132 and/or video crawler 136.
[0039] Video clip engine 132 may be configured to
store, in video clip index 134, a plurality of video clips
that are selected/generated from electronic video files to
be made available as dictionary usage examples. For
example, video clip engine 132 may store, in video clip
index 134 in association with a target n-gram, one or
more video clips in which the target n-gram is uttered. In
some implementations, video clip engine 132 may be
implemented as part of or combined with dictionary en-
gine 128, and video clips that might otherwise be stored
in video clip index 134 instead may be stored along with
other dictionary information in dictionary index 130.
[0040] Video crawler 136 may be configured to crawl
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various online repositories of electronic video files to
identify, obtain, extract, excise, and/or generate video
clips that contain utterances of targeted n-grams. These
video clips may then be provided to video clip engine
132, which may store them in video clip index as de-
scribed previously. As used herein, an "electronic video
file" may refer to any digital file that stores synchronized
visual and audio data. Electronic video files may have
various formats, including but not limited to Audio Video
Interleave ("AVI"), Flash Video Format ("FLV"), matroska
("MKV"), QuickTime® Movie Format ("MOV"), various
versions of Moving Picture Experts Group ("MPEG")
such as MPEG-1, MPEG-2, MPEG-3, MPEG-4 (or
"MP4"), Windows Media Video ("WMV"), HTML5,
WEBM, and so forth.
[0041] For example, video crawler 136 may be config-
ured to interface with, and obtain video clips from, one
or more video systems 140. Video system 140 may be
configured to store, maintain, distribute (e.g., stream),
and/or index electronic video files stored in a video file
database (or "corpus") 144. In many cases, video system
140 may include a video search engine 142 that is con-
figured to receive a search query, e.g., from browser 107,
miscellaneous application(s) 108, and/or automated as-
sistant 109, and search index 144 for responsive video
files. In some implementations, video search engine 142
may provide the responsive video files for streaming play-
back, e.g., in browser 107 or in another application.
[0042] Video crawler 136 may be configured to perform
selected aspects of the present disclosure to identify,
generate, excise/extract, and/or obtain video clips con-
taining utterances of targeted n-grams from electronic
video files stored in video repositories such as video file
index 144. Video crawler 136 may perform these opera-
tions offline (e.g., during downtimes or times of low net-
work traffic, middle of the night, etc.), in batches, and/or
on-demand (e.g., in response to a user request for a dic-
tionary usage example or a user request for a dictionary
definition). As noted previously, as used herein, a "video
clip" or "video segment" may be include an entire elec-
tronic video file or a portion of the electronic video file.
For example, a video clip that contains an utterance of a
target n-gram may be excised or extracted from a longer
electronic video file that contains other extraneous con-
tent that isn’t relative to the target n-gram. The video clips
provided by video crawler 136 may be stored in video
clip index 134 along with dictionary definitions and/or oth-
er dictionary information stored in dictionary index 130.
This information may be accessible, e.g., by way of dic-
tionary engine 128 and/or video clip engine 132, as a
searchable database, or by any other means.
[0043] In various implementations, video crawler 136
may also obtain, from electronic video files it crawls using
techniques described herein, textual data associated
with electronic video files, e.g., as metadata. These tex-
tual data may convey spoken dialog and other sound(s)
contained in electronic video files. These textual data are
often used to present subtitles and/or captions on a

screen while the video file is being played. Subtitles may
include spoken dialog, whereas captions may include
both dialog and also may include other sounds contained
in video files, such as music, sound effects, etc. In many
implementations, video crawler may store these textual
data in association with the video clips stored in video
clip index 134. Consequently, the video clips stored in
index 134 may be searchable using these textual data.
[0044] In this specification, the term "database" and
"index" will be used broadly to refer to any collection of
data. The data of the database and/or the index does not
need to be structured in any particular way and it can be
stored on storage devices in one or more geographic
locations. Thus, for example, the indices 122, 126, 130,
134, and 144 may include multiple collections of data,
each of which may be organized and accessed different-
ly.
[0045] In some implementations, video crawler 136
and/or other components of knowledge system 102 (or
even of video system 140 in some cases) may be con-
figured to identify (e.g., obtain, excise, generate), from a
corpus of electronic video files such as video file index
144, a set of candidate video clips in which a target n-
gram is uttered in a target context. Suppose the target
n-gram is "expiate," which means "atone for." Video
crawler 136 may search textual data associated with
electronic video files in index 144, or may request video
search engine 142 to search the textual data, to identify
electronic video files that contain an utterance of the tar-
get n-gram.
[0046] In some implementations, video crawler 136
and/or the automated assistant described previously
may perform natural language processing on textual data
associated with the electronic video files to identify those
in which the target n-gram is uttered in a target context.
For example, the one-gram "test" can be a noun or a
verb, and so a video clip in which "test" is used as a noun
may not be suitable as a usage example for the verb
definition of "test." Natural language processing can be
used, for instance, to tag n-grams with part-of-speech,
so that videos in which "test" is used as a verb can be
readily identified, and other videos in which "test" is used
as a noun can be excluded from the set of candidate
video clips.
[0047] Additionally or alternatively, in some implemen-
tations, video crawler 136 may apply text embeddings
generated from textual data associated with the electron-
ic video files and/or video clips extracted therefrom as
input across a trained machine learning model to gener-
ate output. The output may then be used to identify the
set of candidate video clips in which the target n-gram is
uttered in the target context.
[0048] For example, a superset of video clips in which
the target n-gram is uttered in any context may be iden-
tified, e.g., with simple text matching. Then, distances
may be determined in embedding space between text
embeddings generated from textual data associated with
the superset of identified video clips and embeddings
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generated using the target form of the target n-gram (e.g.,
noun versus verb). These distances can be used, for in-
stance, to determine which of the identified video clips in
the superset should be selected for inclusion in a subset
of candidate dictionary usage examples for the target n-
gram, and/or to rank the subset of video clips. In some
such implementations, a deep neural network may be
trained to classify video clips and/or electronic video files
based on these text embeddings and/or other text-based
signals. The neural network may take various forms, such
as a feed-forward neural network, a recurrent neural net-
work ("RNN"), a long short-term memory ("LSTM") net-
work, gated recurrent unit ("GRU") network, a transform-
er network, and so forth.
[0049] In some implementations, for each candidate
video clip of the set that includes utterances of the n-
gram "expiate," video crawler 136 or another component
may compare the textual data, e.g., such as pre-existing
manual subtitles associated with the candidate video clip,
to text that is generated based on automatic speech rec-
ognition ("ASR") processing of an audio portion of the
candidate video clip. Based at least in part on the com-
paring, and/or on other signals described herein in some
implementations, video crawler 136 may calculate a
measure of suitability as a dictionary usage example
("SDUE") for the candidate video clip. If subtitles of a
video clip are determined to be similar to text generated
using ASR processing of audio of the video clip, it is likely
that the subtitles accurately convey what is uttered in the
video clip. Likewise, it also suggests that the audio portion
of the video is sufficiently clear and understandable, with
suitable cadence, annunciation, pronunciation, etc., that
the ASR processing was able to accurately generate text
based on spoken utterances in the video clip.
[0050] Once measures of SDUE are calculated for the
set of candidate video clips, one or more of the candidate
video clips may be selected, e.g., by video crawler 136,
from the set of candidate video clips based on the meas-
ures of SDUE. The selected video clips may be associ-
ated with the target-gram, e.g., in a searchable database
such as video clip index 134 and/or in dictionary index
130.
[0051] Measures of SDUE may be calculated, e.g., by
video crawler 136 and/or other components described
herein, based on signals and/or factors other than (or in
addition to) the above-described comparison of subtitles
with ASR processing output. For example, in some im-
plementations, a measure of SDUE may be calculated
based on a detected gaze and/or pose of a speaker in a
video clip while the speaker utters the target n-gram in
the target context. Intuitively, it may be easier for a user
to understand a speaker in a video if the user can read
the speaker’s lips, which would be true if the speaker’s
gaze is towards the camera, or at least towards a point
close to the camera (as is common with interviews). Ad-
ditionally or alternatively, a pose of the speaker may be
considered, for instance, to determine that the speaker
is standing still while speaking, which suggests that the

speaker may be giving a presentation. In some imple-
mentations, if the speaker is detected behind a podium,
that may be a positive signal that what the speaker says
may receive a relatively strong measure of SDUE.
[0052] Even if the user cannot see the speaker’s lips,
e.g., when the user is engaging with a display-less-as-
sistant device, in a video clip in which the speaker faces
the camera, the speaker’s utterance of a word may be
more likely to be clear and understandable, e.g., because
the speaker faced a boom microphone when making the
utterance. Additionally or alternatively, a speaker facing
the camera may be more likely to make a greater effort
to annunciate clearly and/or to speak at an understand-
able cadence, e.g., because he or she knows what they
are saying is going to be viewed later. Also, a speaker
facing the camera (and/or standing behind a podium)
may be speaking prewritten dialog from a teleprompter,
rather than speaking extemporaneously. Prewritten dia-
log, when read aloud, may be more likely to be under-
standable and suitable for use as a dictionary usage ex-
ample.
[0053] As another example, the measure of SDUE may
be calculated, e.g., by video crawler 136, based on a
detected background noise level of the candidate video
clip or a measured speech rate of speech uttered in the
candidate video clip. If the speaker is in a loud environ-
ment such as a music venue or sports arena, the speak-
er’s voice may be more difficult to distinguish from back-
ground noise. By contrast, a speaker in a sound studio
with no background noise is much more likely to be un-
derstandable, and hence, to say something that is suit-
able for use as a dictionary usage example. And a rela-
tively fast rate of speech may be relatively difficult to un-
derstand, particularly compared to a relatively slow rate
of speech. Accordingly, video clips featuring dialog spo-
ken at a slow pace may be promoted over video clips
featuring faster dialog.
[0054] Generally speaking, if a user has viewed a video
clip previously, the user is more likely to be able to com-
prehend and/or contemplate spoken dialog in the video
at subsequent viewings, because the user has seen it
before. Accordingly, in some implementations, the meas-
ure of SDUE for a video clip may be calculated based on
a determination that a given user who seeks information
about the target n-gram has viewed the video clip previ-
ously. Along similar lines, popular video clips in general
are more likely to have been viewed by users at large,
or at least may be well-known in the current cultural zeit-
geist. Consequently, those video clips may be more likely
than obscure video clips (e.g., determined from number
of views, number of likes, number of comments, etc.) to
include dialog that is suitable for use as dictionary usage
examples. Even if a particular user hasn’t seen a popular
video before, they may be aware of it generally, and
therefore may be more prepared or "primed" to contem-
plate and learn from the spoken dialog contained there.
[0055] In some implementations, a measure of SDUE
of a video clip may be calculated, e.g., by video crawler
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136, based on an identity of a speaker of a target n-gram
in the video clip, or based on an identity of a crew member
or other person who aided in creation of the video clip.
Suppose a user is a big fan of a particular actor. The user
is more likely to have scene video clips in which the actor
utters various dialog. Additionally, the user is more likely
to be interested in video clips that feature the actor. Ac-
cordingly, if video clips can be found in which that actor
utters a target n-gram of interest to the user, those video
clips may be promoted over other video clips, e.g., by
virtue of being assigned greater measures of SDUE.
[0056] In some implementations, a measure of SDUE
of a video clip may be calculated, e.g., by video crawler
136, based on an accent or dialect of a speaker of a target
n-gram in the video clip. Suppose a user is located in a
particular area in which a particular accent or dialect is
prevalent. The user may wish to be able to converse as
much as possible in the local dialect/accent. Accordingly,
video clips in which a target n-gram is spoken in the local
accent and/or dialect may be promoted over other videos
in different accents and/or dialects.
[0057] Figs. 2A-C depict examples of interactions be-
tween a user 101 and an automated assistant (not de-
picted) implemented at least in part on a client device
206. In Figs. 2A-C, client device 206 takes the form of
an assistant device with a speaker, a microphone, and
a touchscreen. User 101 may interact with the automated
assistant by speaking commands/queries to client device
206, or by interacting with its touchscreen.
[0058] In Fig. 2A, user 101 invokes the automated as-
sistant by saying, "Hey Assistant." This may cause the
automated assistant to begin "listening" to whatever user
101 says next, e.g., by beginning to perform STT
processing on utterances captured by the microphone of
client device 206. User 101 then asks, "What does ‘phleg-
matic’ mean?" The automated assistant audibly re-
sponds, "’Phlegmatic’ means ‘slow-moving, sluggish, un-
emotional’." Although not depicted in Fig. 2A, in some
implementations, all or part of the automated assistant’s
response may be rendered on the touch screen.
[0059] User 101 then requests a dictionary usage ex-
ample for the target n-gram, asking, "can you use that in
a sentence?" The automated assistant responds by play-
ing a video clip that is selected in real time or was previ-
ously associated with the target n-gram based on a high
measure of SDUE by video clip engine 132 or dictionary
engine 128. In Fig. 2A, the video clip features a speaker
248 having a weary or tired appearance that utters the
sentence, "ugh... I couldn’t sleep at all last night and I’m
feeling super phlegmatic right now." Subtitles 250 are
presented contemporaneously with the spoken dialog,
and the target n-gram is visually emphasized (and may
be selectable as a hyperlink to navigate to another inter-
face). This particular video clip may be presented first
because it was assigned a relatively strong measure of
SDUE. This relatively strong measure of SDUE may be
due to, for instance, the facts that the speaker 248 is
facing the camera, the speaker’s lips are visible, and be-

cause the context in which "phlegmatic" is used makes
very clear the meaning of the n-gram. Additionally, there
does not appear to be much background noise in the
video clip.
[0060] In some implementations, a plurality of video
clips that contain utterances of the target-n-gram may be
played as a sequence, on demand, one after another,
until user 101 instructs the automated assistant to stop,
or until all available videos or videos that have threshold
measures of SDUE have been played. In Fig. 2B, for
instance, a second video clip is played in which a baby
252 is depicted, and a speaker off-screen says, "She
didn’t sleep well last night so she’s acting phlegmatic this
morning." Again, the context in which the term "phleg-
matic" is spoken is closely aligned with and illustrative of
its definition. For that reason alone, the video clip of Fig.
2B may also receive a relatively strong measure of
SDUE. However, its measure of SDUE may be slightly
less strong than that of the video played in Fig. 2A for a
variety of reasons. The speaker in Fig. 2B is off-screen,
and so their lips are not visible, and there’s less likelihood
the speaker spoke with the intention of being heard loudly
and clearly since they’re not intentionally facing the cam-
era or another point adjacent the camera (e.g., as is com-
mon in interviews).
[0061] In Fig. 2C, a third video clip is played in which
a person 254 in a loud environment such as a music
venue utters the statement, "I don’t know what phlegmat-
ic means!!!" This statement does not provide much, if
any, context about the meaning of phlegmatic, and as
indicated in the speech balloon, much of what person
254 says is rendered inaudible by background music.
Nor is the person 254 facing the camera, although their
lips are visible. Additionally, the presence of background
music makes it less likely that the person 254 is under-
standable to a viewer. All these signals may add up to
the third video clip being assigned a weaker measure of
SDUE than the first and second video clips of Figs. 2A
and 2B, respectively.
[0062] Additionally or alternatively, in some implemen-
tations, if the speaker is detected as singing the target
n-gram, rather than speaking it, that may influence the
video clip’s measure of SDUE. Singing may be detected,
for instance, by detecting a greater variance in pitch of
the speaker’s voice than is typically observed when a
speaker talks normally. Additionally or alternatively, if
rhythmatic and/or tonal alignment is detected between
the speaker’s voice and background music of a video
clip, that may evidence that the speaker is singing, rather
than speaking, the target n-gram.
[0063] Fig. 3 depicts an example client device 306 in
the form of a smart phone or tablet computer. Client de-
vice 306 includes a touchscreen 360. A graphical user
interface ("GUI") is rendered on touchscreen 360 that
includes a search bar 362. In this example, a user (not
depicted) has input into search bar 362 the term "vitu-
perate." Responsive results 364 include a definition of
the term, "blame or insult (someone) in strong or violent
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language." Responsive results 364 also include an elec-
tronically-printed usage example, "Rather than touting
their own issues or strengths, most modern politicians
vituperate their opponents." Also provided as part of re-
sponsive results 364 are similar n-grams, such as "re-
vile," "rail against," and "attack."
[0064] At bottom, two video clips 366A-B in which the
target n-gram "vituperate" is spoken are provided. In var-
ious implementations, these video clips may be present-
ed in an order that is selected (e.g., ranked) based on
their respective measures of SDUE. For example, first
video clip 366A includes the same usage example as the
printed example above, and is placed at far left as a way
of promoting it over other video clips to the right. In various
implementations, a user may swipe through the plurality
of video clips 366A-B (and potentially more to the right
that are not visible in Fig. 3) and pick individual clips to
watch. A graphical element 368 such as an arrow or other
similar symbol may be operable to scroll through the vid-
eos as well, in some implementations. In some imple-
mentations, a user may issue voice commands, such as
"next clip" or "scroll right," to scroll through and/or play
more video clips. In some implementations, for each vid-
eo clip, the subtitles are presented below the video, e.g.,
as the corresponding dialog is spoken. In some imple-
mentations, including that of Fig. 3, the target n-gram
may be highlighted or otherwise visually distinguished,
and in some cases may be operable (e.g., as a hyperlink)
to navigate to another interface that provides more infor-
mation about the n-gram, the video clip in which the n-
gram is uttered, etc.
[0065] Although video clips and electronic video files
are described herein for obtaining dictionary usage ex-
amples, this is not meant to be limiting. Techniques de-
scribed herein may be used to generate dictionary usage
examples in and/or from other formats of data, such as
audio files. For example, a user interacting with a display-
less assistant device may nonetheless wish to learn more
about a target n-gram, including hearing an audio clip of
the n-gram uttered in a target context. Accordingly, tech-
niques described herein may be employed to extract au-
dio clips from audio files (or from video files having audio
tracks), wherein the audio clips contain spoken utteranc-
es of target n-grams.
[0066] Referring now to Fig. 4, one example method
400 for practicing various aspects of the present disclo-
sure is described. For convenience, the operations of the
flow chart are described with reference to a system that
performs the operations. This system may include vari-
ous components of various computer systems, including
various classifiers, engines, and/or client applications de-
scribed herein. Moreover, while operations of method
400 are shown in a particular order, this is not meant to
be limiting. One or more operations may be reordered,
omitted or added.
[0067] At block 402, the system, e.g., by way of video
crawler 136, identifies, from a corpus of electronic video
files such as index 144, a set of candidate video clips in

which a target n-gram is uttered in a target context. These
candidate video clips may be indexed in index 144 by n-
grams found, for instance, in their accompanying textual
data (e.g., subtitles) and/or in STT output generated from
audio portions of the video clips. Accordingly, these tex-
tual data may be used, e.g., by video crawler 136, to
identify the subset of candidate video clips.
[0068] In some implementations, the system may ex-
cise or extract, as video clips, portions of entire electronic
video files in which a target n-gram is uttered. These por-
tions of entire electronic video files may be identified
and/or delineated-e.g., to ensure the resulting video clip
includes the target n-gram being uttered as part of a com-
plete sentence and/or with sufficient context-in various
ways. In some implementations, the subtitles and/or STT
output that accompanies and/or is generated from the
video file may be analyzed to identify punctuation (e.g.,
periods, commas) or other signals (e.g., newlines in sub-
titles, audible pauses in spoken dialog) that signify logical
breaks in spoken dialog. Various heuristics may be em-
ployed to identify signals such as textual timing, punctu-
ation, capitalization, time of occurrence, etc., any of
which can be used to excise a video clip portion that
contains an utterance of a target n-gram from an elec-
tronic video file.
[0069] Referring back to Fig. 4, at block 404, the sys-
tem may determine whether there are more candidate
video clips in the set. If the answer is yes, then method
400 may proceed to block 406, at which point a next video
clip of the set may be selected for analysis.
[0070] At block 408, the system compares pre-existing
manual subtitles associated with the selected candidate
video clip to text that is generated based on speech rec-
ognition processing (i.e. STT) of an audio portion of the
candidate video clip so that, at block 410, the system can
calculate a measure of SDLTE for the video clip. As noted
previously, the text generated from STT processing may
already exist for the video clip, or it may be generated as
needed, e.g., as the video clip is analyzed to determine
its measure of SDUE.
[0071] In various implementations, the calculation of
block 408 may be further or alternatively based on other
signals described herein, such as whether the speaker
was facing the camera, background noise in the video
clip, popularity of the video clip and/or an actor/crew
member, and so forth. Other signals are contemplated
herein. For example, in some implementations, video
clips may be submitted by users, e.g., to dictionary engine
128, specifically to be used as dictionary usage exam-
ples. In some such implementations, the fact that a video
clip was submitted by a user for this very purpose may
have a positive influence on its measure of SDUE. Intu-
itively, video clips submitted by users specifically for use
as dictionary usage examples are likely to be suitable for
that use.
[0072] Additionally or alternatively, user feedback may
impact a measure of SDUE calculated for a video clip. If
one or more users provide positive feedback (e.g., "likes")
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when presented with a particular video clip as a dictionary
usage example, that positive feedback may increase the
strength of the measure of SDUE of that video clip moving
forward. Similarly, negative feedback may decrease the
video clip’s measure of SDUE moving forward.
[0073] Feedback need not be explicit. Suppose multi-
ple users watch multiple video clips of a sequence of
video clips for a target n-gram, and that all those users
stop watching after a particular video clip. That may sug-
gest that the last video clip of the sequence that was
watched by the users was particularly effective at teach-
ing how the target n-gram should be used. That video
clip may receive a stronger measure of SDUE moving
forward, and in many cases might be promoted over (e.g.,
presented before) other video clips of the sequence. Like-
wise, if multiple users tend to watch at least one additional
video clip after a particular video clip, and few or no users
stop after that particular video clip, that may suggest that
the particular video clip is not a suitable dictionary usage
example.
[0074] At optional block 412, the system may deter-
mine whether the measure of SDUE calculated at block
410 for the selected candidate video clip satisfies some
minimal threshold. If the answer is no, the selected can-
didate video clip may be discarded or otherwise excluded
from the set at block 414, and method 400 may proceed
back to block 404. However, if the answer at block 412
is yes, then at block 416, the selected candidate video
clip may be kept as a candidate in the set, and method
400 may proceed back to block 404.
[0075] At block 404, if there are no more candidate
video clips in the set, then at block 418, the system selects
one or more of the candidate video clips from the set of
candidate video clips based on their respective measures
of SDUE. At block 420, the system associates the one
or more video clips selected at block 420 with the target
n-gram in a searchable database, e.g., video clip index
134. In some implementations, at block 422 (which may
occur, for instance, sometime later when a user seeks
information about the target n-gram), the system may
cause the video clips selected at block 420 to be output
to the user, e.g., one after the other (Figs. 2A-C), as a
swipe-able list (Fig. 3), as audio output only, and so forth.
[0076] Fig. 5 is a block diagram of an example com-
puter system 510. Computer system 510 typically in-
cludes at least one processor 514 which communicates
with a number of peripheral devices via bus subsystem
512. These peripheral devices may include a storage
subsystem 526, including, for example, a memory sub-
system 525 and a file storage subsystem 526, user in-
terface output devices 520, user interface input devices
522, and a network interface subsystem 516. The input
and output devices allow user interaction with computer
system 510. Network interface subsystem 516 provides
one or more network interfaces to outside networks and
is coupled to corresponding interface devices in other
computer systems.
[0077] User interface input devices 522 may include a

keyboard, pointing devices such as a mouse, trackball,
touchpad, or graphics tablet, a scanner, a touchscreen
incorporated into the display, audio input devices such
as voice recognition systems, microphones, and/or other
types of input devices. In general, use of the term "input
device" is intended to include all possible types of devices
and ways to input information into computer system 510
or onto a communication network.
[0078] User interface output devices 520 may include
a display subsystem, a printer, a fax machine, or non-
visual displays such as audio output devices. The display
subsystem may include a cathode ray tube (CRT), a flat-
panel device such as a liquid crystal display (LCD), a
projection device, or some other mechanism for creating
a visible image. The display subsystem may also provide
non-visual display such as via audio output devices. In
general, use of the term "output device" is intended to
include all possible types of devices and ways to output
information from computer system 510 to the user or to
another machine or computer system.
[0079] Storage subsystem 526 stores programming
and data constructs that provide the functionality of some
or all of the modules described herein. For example, the
storage subsystem 526 may include the logic to perform
selected aspects of method 400, and/or to implement
one or more components of knowledge system 102 such
as video crawler 136.
[0080] These software modules are generally execut-
ed by processor 514 alone or in combination with other
processors. Memory 525 used in the storage subsystem
526 can include a number of memories including a main
random access memory (RAM) 530 for storage of instruc-
tions and data during program execution and a read only
memory (ROM) 532 in which fixed instructions are stored.
A file storage subsystem 526 can provide persistent stor-
age for program and data files, and may include a hard
disk drive, a floppy disk drive along with associated re-
movable media, a CD-ROM drive, an optical drive, or
removable media cartridges. The modules implementing
the functionality of certain implementations may be
stored by file storage subsystem 526 in the storage sub-
system 526, or in other machines accessible by the proc-
essor(s) 514.
[0081] Bus subsystem 512 provides a mechanism for
letting the various components and subsystems of com-
puter system 510 communicate with each other as in-
tended. Although bus subsystem 512 is shown schemat-
ically as a single bus, alternative implementations of the
bus subsystem may use multiple busses.
[0082] Computer system 510 can be of varying types
including a workstation, server, computing cluster, blade
server, server farm, or any other data processing system
or computing device. Due to the ever-changing nature of
computers and networks, the description of computer
system 510 depicted in Fig. 5 is intended only as a spe-
cific example for purposes of illustrating some implemen-
tations. Many other configurations of computer system
510 are possible having more or fewer components than
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the computer system depicted in Fig. 5.

Claims

1. A method implemented using one or more proces-
sors, comprising:

identifying, from a corpus of electronic video
files, a set of candidate video clips, wherein a
target n-gram is uttered in a target context in
each candidate video clip of the set;
for each candidate video clip of the set:

comparing pre-existing manual subtitles as-
sociated with the candidate video clip to text
that is generated based on speech recog-
nition processing of an audio portion of the
candidate video clip, and
based at least in part on the comparing, cal-
culating a measure of suitability as a dic-
tionary usage example for the candidate
video clip;

selecting one or more of the candidate video
clips from the set of candidate video clips based
on the measures of suitability as dictionary us-
age examples; and
associating the one or more selected video clips
with the target n-gram in a searchable database.

2. The method of claim 1, wherein the identifying further
includes performing natural language processing on
text associated with the electronic video files to iden-
tify those in which the target n-gram is uttered in the
target context.

3. The method of claim 1 or 2, wherein the identifying
further includes applying text embeddings generated
from text associated with the electronic video files
as input across a trained machine learning model to
generate output, wherein the output is used to iden-
tify the set of candidate video clips in which the target
n-gram is uttered in the target context.

4. The method of any preceding claim, wherein the cal-
culating is further based on a detected gaze of a
speaker in the candidate video clip while the speaker
uttered the target n-gram in the target context.

5. The method of any preceding claim, wherein the cal-
culating is further based on a detected pose of a
speaker in the candidate video clip while the speaker
uttered the target n-gram in the target context.

6. The method of any preceding claim, wherein the cal-
culating is further based on a detected background
noise level of the candidate video clip or a measured

speech rate of speech uttered in the candidate video
clip.

7. The method of any preceding claim, wherein the cal-
culating is further based on a popularity measure of
the candidate video clip.

8. The method of any preceding claim, wherein the cal-
culating is further based on a determination that a
given user who seeks information about the target
n-gram has viewed the candidate video clip previ-
ously.

9. The method of any preceding claim, wherein the cal-
culating is further based on an identity of a speaker
of the target n-gram in the candidate video clip or an
identity of a crew member who aided in creation of
the candidate video clip.

10. The method of any preceding claim, wherein the cal-
culating is further based on an accent of a speaker
of the target n-gram in the candidate video clip.

11. The method of any preceding claim, wherein the one
or more selected video clips comprise a plurality of
selected video clips.

12. The method of claim 11, wherein the method further
comprises causing the plurality of video clips to play
as a sequence, one after another.

13. The method of claim 11 or 12, wherein the method
further comprises causing a graphical user interface
("GUI") to be rendered on a client device, wherein
the GUI is operable by a user to swipe through the
plurality of selected video clips.

14. A system comprising one or more processors and
memory storing instructions that, in response to ex-
ecution of the instructions by the one or more proc-
essors, cause the one or more processors to perform
the method of any of claims 1 to 13

15. At least one computer-readable medium comprising
instructions that, in response to execution of the in-
structions by one or more processors, cause the one
or more processors to perform operations according
to the method of any of claims 1 to 13.

Patentansprüche

1. Unter Verwendung eines oder mehrerer Prozesso-
ren implementiertes Verfahren, umfassend:

Identifizieren eines Satzes von Kandidatenvide-
oclips aus einem Korpus elektronischer Video-
dateien, wobei in jedem Kandidatenvideoclip
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des Satzes ein Ziel-N-Gramm in einem Zielkon-
text geäußert wird;
für jeden Kandidatenvideoclip des Satzes:

Vergleichen bereits vorhandener manueller
Untertitel, die dem Kandidatenvideoclip zu-
geordnet sind, mit Text, der auf Grundlage
von Spracherkennungsverarbeitung eines
Audioabschnitts des Kandidatenvideoclips
generiert wird, und
Berechnen eines Eignungsmaßes als Bei-
spiel für die Verwendung eines Wörter-
buchs für den Kandidatenvideoclip, min-
destens teilweise auf Grundlage des Ver-
gleichens;
Auswählen eines oder mehrerer der Kandi-
datenvideoclips aus dem Satz von Kandi-
datenvideoclips auf Grundlage der Eig-
nungsmaße als Beispiele für die Verwen-
dung eines Wörterbuchs; und
Zuordnen des einen oder der mehreren
ausgewählten Videoclips zu dem Ziel-N-
Gramm in einer durchsuchbaren Daten-
bank.

2. Verfahren nach Anspruch 1, wobei das Identifizieren
ferner Durchführen einer Verarbeitung natürlicher
Sprache an Text beinhaltet, der den elektronischen
Videodateien zugeordnet ist, um diejenigen zu iden-
tifizieren, in denen das Ziel-N-Gramm in dem Ziel-
kontext geäußert wird.

3. Verfahren nach Anspruch 1 oder 2, wobei das Iden-
tifizieren ferner Anwenden von Texteinbettungen,
die aus Text generiert wurden, der den elektroni-
schen Videodateien zugeordnet ist, als Eingabe
über ein Modell des maschinellen Lernens beinhal-
tet, um eine Ausgabe zu generieren, wobei die Aus-
gabe zum Identifizieren des Satzes von Kandidaten-
videoclips verwendet wird, in dem das Ziel-N-
Gramm in dem Zielkontext geäußert wird.

4. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einem erkann-
ten Blick eines Sprechers in dem Kandidatenvideo-
clip basiert, während der Sprecher das Ziel-N-
Gramm in dem Zielkontext geäußert hat.

5. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einer erkann-
ten Pose eines Sprechers in dem Kandidatenvideo-
clip basiert, während der Sprecher das Ziel-N-
Gramm in dem Zielkontext geäußert hat.

6. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einem erkann-
ten Hintergrundgeräuschpegel des Kandidatenvide-
oclips oder einer gemessenen Sprechgeschwindig-

keit der in dem Kandidatenvideoclip geäußerten
Sprache basiert.

7. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einem Beliebt-
heitsmaß des Kandidatenvideoclips basiert.

8. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einer Bestim-
mung basiert, dass ein gegebener Benutzer, der In-
formationen über das Ziel-N-Gramm sucht, den Kan-
didatenvideoclip zuvor angesehen hat.

9. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einer Identität
eines Sprechers des Ziel-N-Gramms in dem Kandi-
datenvideoclip oder auf einer Identität eines Film-
teammitglieds basiert, das bei der Erstellung des
Kandidatenvideoclips mitgeholfen hat.

10. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei das Berechnen ferner auf einem Akzent
eines Sprechers des Ziel-N-Gramms in dem Kandi-
datenvideoclip basiert.

11. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei der eine oder die mehreren ausgewähl-
ten Videoclips eine Vielzahl von ausgewählten Vi-
deoclips umfassen.

12. Verfahren nach Anspruch 11, wobei das Verfahren
ferner Veranlassen, dass die Vielzahl von Videoclips
als Sequenz nacheinander abgespielt wird, umfasst.

13. Verfahren nach Anspruch 11 oder 12, wobei das Ver-
fahren ferner Veranlassen, dass eine grafische Be-
nutzeroberfläche ("GUI") auf einer Client-Vorrich-
tung dargestellt wird, umfasst, wobei die GUI von
einem Benutzer bedienbar ist, um durch die Vielzahl
ausgewählter Videoclips zu wischen.

14. System, umfassend einen oder mehrere Prozesso-
ren und einen Speicher, auf dem Anweisungen ge-
speichert sind, die als Reaktion auf die Ausführung
der Anweisungen durch den einen oder die mehre-
ren Prozessoren den einen oder die mehreren Pro-
zessoren dazu veranlassen, das Verfahren nach ei-
nem der Ansprüche 1 bis 13 auszuführen.

15. Mindestens ein computerlesbares Medium, das An-
weisungen umfasst, die als Reaktion auf die Ausfüh-
rung der Anweisungen durch einen oder mehrere
Prozessoren den einen oder die mehreren Prozes-
soren dazu veranlassen, Vorgänge gemäß dem Ver-
fahren nach einem der Ansprüche 1 bis 13 auszu-
führen.
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Revendications

1. Procédé mis en oeuvre à l’aide d’un ou plusieurs
processeurs, comprenant :

l’identification, à partir d’un corpus de fichiers
vidéo électroniques, d’un ensemble de clips vi-
déo candidats, un n-gramme cible étant pronon-
cé dans un contexte cible dans chaque clip vidéo
candidat de l’ensemble ;
pour chaque clip vidéo candidat de l’ensemble :

la comparaison de sous-titres manuels
préexistants associés au clip vidéo candi-
dat, au texte qui est généré sur la base d’un
traitement de reconnaissance vocale d’une
partie audio du clip vidéo candidat, et
sur la base au moins en partie de la com-
paraison, le calcul d’une mesure d’adéqua-
tion en tant qu’exemple d’utilisation de dic-
tionnaire pour le clip vidéo candidat ;
la sélection d’un ou plusieurs des clips vidéo
candidats à partir de l’ensemble de clips vi-
déo candidats sur la base des mesures
d’adéquation en tant qu’exemples d’utilisa-
tion de dictionnaire ; et
l’association du ou des clips vidéo sélec-
tionnés au n-gramme cible dans une base
de données consultable.

2. Procédé de la revendication 1, ladite identification
comprenant en outre la réalisation d’un traitement
de langage naturel sur le texte associé aux fichiers
vidéo électroniques pour identifier ceux dans les-
quels le n-gramme cible est prononcé dans le con-
texte cible.

3. Procédé de la revendication 1 ou 2, ladite identifica-
tion comprenant en outre l’application d’incorpora-
tions de texte générées à partir du texte associé aux
fichiers vidéo électroniques en tant qu’entrée sur un
modèle d’apprentissage automatique entraîné pour
générer une sortie, ladite sortie étant utilisée pour
identifier l’ensemble de clips vidéo candidats dans
lequel le n-gramme cible est prononcé dans le con-
texte cible.

4. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur un regard dé-
tecté d’un locuteur dans le clip vidéo candidat pen-
dant que le locuteur a prononcé le n-gramme cible
dans le contexte cible.

5. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur une pose dé-
tectée d’un locuteur dans le clip vidéo candidat pen-
dant que le locuteur prononce le n-gramme cible
dans le contexte cible.

6. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur un niveau de
bruit de fond détecté du clip vidéo candidat ou sur
un débit de parole mesuré de la parole prononcée
dans le clip vidéo candidat.

7. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur une mesure
de popularité du clip vidéo candidat.

8. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur une détermi-
nation qu’un utilisateur donné qui recherche des in-
formations sur le n-gramme cible a visionné le clip
vidéo candidat précédemment.

9. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur l’identité d’un
locuteur du n-gramme cible dans le clip vidéo can-
didat ou sur une identité d’un membre d’équipe qui
a aidé à la création du clip vidéo candidat.

10. Procédé d’une quelconque revendication précéden-
te, ledit calcul étant en outre basé sur un accent d’un
locuteur du n-gramme cible dans le clip vidéo can-
didat.

11. Procédé d’une quelconque revendication précéden-
te, ledit ou lesdits clips vidéo sélectionnés compre-
nant une pluralité de clips vidéo sélectionnés.

12. Procédé de la revendication 11, ledit procédé com-
prenant en outre l’entraînement de la lecture de la
pluralité de clips vidéo sous la forme d’une séquen-
ce, l’un après l’autre.

13. Procédé de la revendication 11 ou 12, ledit procédé
comprenant en outre l’entraînement de la réalisation
du rendu d’une interface utilisateur graphique
("GUI") sur un dispositif client, ladite GUI pouvant
être utilisée par un utilisateur pour parcourir la plu-
ralité de clips vidéo sélectionnés.

14. Système comprenant un ou plusieurs processeurs
et des instructions de stockage en mémoire qui, en
réponse à l’exécution des instructions par le ou les
processeurs, amènent le ou les processeurs à réa-
liser le procédé de l’une quelconque des revendica-
tions 1 à 13.

15. Au moins un support lisible par ordinateur compre-
nant des instructions qui, en réponse à l’exécution
des instructions par un ou plusieurs processeurs,
amènent le ou les processeurs à réaliser des opé-
rations selon le procédé de l’une quelconque des
revendications 1 à 13.
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